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∗ Inst. de Investigación en Ingenierı́a de Aragón - Universidad de Zaragoza,
C /Marı́a de Luna 1, E-50018 Zaragoza, Spain (e-mail:

angonsor@gmail.com,gonlopez@unizar.es,csagues@unizar.es).
∗∗ SIGMA, Institut Pascal, 4 Avenue Blaise Pascal, 63178 Aubière Cedex,

France (e-mail: miguel.aranda@sigma-clermont.fr)

Abstract: This paper investigates the use of time delay compensation methodology based on Smith
Predictor applied to the control of a group of agents moving on a plane to a desired rigid geometric
configuration. The unavoidable presence of time delays inherent to the communication links between
agents is known to have a negative impact on the system performance, leading to instability in some
cases. The decentralized and nonlinear nature of the underlying control problem has been taken into
account to find a suitable control scheme that counteracts the effect of time delays. Moreover, the control
scheme works using relative position measurements expressed in local frames, not being necessary a
global coordinate reference frame. It is theoretically demonstrated and confirmed by simulation that
exponential stability to the prescribed formation is achieved when time delays are constant and known.
Finally, further simulation results show that, even when there exist errors on time delays knowledge, the
global system performance is significantly improved with respect to the case of no delay compensation.
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1. INTRODUCTION

The control of multiagent groups has a great number of ap-
plications, such as search and rescue missions, autonomous
multivehicle control, cooperative sensing, etc. This paper is
focused on the specific case of controlling the agents to a de-
sired geometric configuration (Mesbahi and Egerstedt (2010);
Oh et al. (2015)). Different approaches have been proposed in
this vein, (Ren and Atkins (2007); Zavlanos and Pappas (2007);
Sabattini et al. (2011)). In particular, it is of practical interest
to consider that only relative position measurements between
agents are available (Dimarogonas and Kyriakopoulos (2008);
Coogan and Arcak (2012); Oh and Ahn (2014)), and taking one
step further it can be assumed that the agents’ measurement
frames are not equally oriented (Krick et al. (2009); Tian and
Wang (2013); Aranda et al. (2015)). In this latter case, no global
reference has to be shared by the agents, which increases the
flexibility, simplicity and autonomy. For instance, they can op-
erate in a GPS-denied environment by using the locally referred
information coming from their independent onboard sensors.

With this motivation, we consider the control framework of
Aranda et al. (2015) as a starting point here. A relevant issue
for this controller is the presence of time delays, which appear
due to multi-hop communication between agents. Indeed, due
to time delays, the control action is actually computed by each
agent using past information regarding the position vectors
of its neighbors. This is expected to have a negative impact
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on the overall system performance, leading even to instability
when such delays are large enough, as studied in Aranda et al.
(2015). Therefore, it is key to consider time delays in the design
and stability analysis of such system (Gu et al. (2003)). In
our case, the problem becomes even more complex because
the system model is nonlinear and, in addition, interconnected
(Papachristodoulou et al. (2010); Nedić and Ozdaglar (2010)).

On the other hand, time delay compensation techniques (or
dead-time compensator (DTC) schemes) are widely imple-
mented in processes with constant input/output delay to im-
prove the closed-loop performance of classical controllers
(Normey-Rico (2007)). The underlying idea of such approaches
is to eliminate the delay from the characteristic equation. In
particular, the Smith Predictor (S.P.) (Smith (1957)) and their
modifications (Hang et al. (2003); Roca et al. (2014)) have
been widely used in many applications involving time delays
(see Garrido et al. (2016); Khajorntraidet et al. (2015) and
references therein).

Motivated by the practical interest of facing up with time
delays in the formation controller, our novel contribution in
this paper is to define a delay compensation scheme based on
the Smith Predictor. The design of the control scheme will
be suitably addressed, taking into account the decentralized
and nonlinear nature of the underlying control problem. The
predictor uses the knowledge of the values of the time delays
in the system. When there are no time delays, the original
controller (Aranda et al. (2015)) makes the agents converge
exponentially to the desired formation. It is shown that the
approach proposed here preserves this property in the presence
of time delays, regardless of their values. It is worthwile to
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mention the following advantages associated with the proposed
scheme:

• The S.P. does not require to add new onboard sensors.
Indeed, the S.P. uses the same available information as the
control scheme without S.P., that is, the relative position
measurements (subject to time delays) and their time-
stamps. The latter allows to measure the time delays that
will be implemented on the S.P.
• The S.P. is compatible with the use of relative position

measurements expressed in local frames, not being neces-
sary to have a global reference frame.
• Even if the overall system is stable (i.e., the desired forma-

tion is achieved), the delays can affect the paths followed
by the agents significantly. Then, the proposed use of
S.P. contributes to restore the efficient trajectories that the
controller produces when there are no delays. This effi-
ciency is important as, e.g., it can help to predict interagent
collisions, and it decreases the distances travelled by the
agents, reducing energy consumption.
• Even if the values of delays used by the predictor scheme

are affected by errors, the performance of the system
improves significantly in comparison with the case where
no delay compensation is implemented.

The paper is organized as follows: Section 2 describes the
problem statement, Section 3 describes the proposed delay
compensation scheme and implementation details, Section 4
gives a theoretical proof of the stability of the system, fol-
lowed by simulation results in Section 5, which illustrate the
achieved improvement by comparing with the state-feedback
control without delay compensation. Finally, conclusions and
perspectives are gathered in Section 6.

2. PROBLEM STATEMENT

Consider a set N of N agents in R2. The dynamics of the
position vector qi ∈ R2 of each agent 1 ≤ i ≤ N is modelled
using a single integrator: q̇i(t) = ui(t), where ui(t) ∈ R2 is
the control input. A prescribed spatial configuration is defined
through a reference layout of the agents in their configuration
space. We denote as cki ∈R2 the vector from k to i in this refer-
ence layout. Thus, these interagent relative position vectors cki
encode the desired configuration. Also, we define the relative
position between agent k and i as qki(t) = qk(t)− qi(t). It is
assumed that the agents are not interchangeable: each of them
has a fixed place in the target formation.

The formation controller in Aranda et al. (2015) makes the
agent positions reach the desired configuration, up to a global
arbitrary rotation and translation. Each agent uses a control law
that follows the negative gradient of a cost function which is
computed from the relative positions of the other agents. The
cost function encapsulates the formation objective, and includes
a rotation matrix defined in such a way that the control law can
be computed in each agent’s local coordinate frame.

The agents are considered to form a nearest-neighbor communi-
cation network so that they obtain the relative position informa-
tion coming from the rest of agents via multi-hop propagation,
which is inherently affected by time delays. We define the delay
from agent k to agent i as τki and τ̄ = max(τki).

The following assumptions are made in this paper:
Assumption 1. The agents have synchronized clocks, a com-
mon practical requirement in networked multiagent systems

(Schwager et al. (2011)). Also, all the agents start moving at
the same instant τ̄ =max(τki), i.e., when all the relative position
measurements are available for each agent.
Assumption 2. The time delay τki is assumed to be time-
constant and not necessarily symmetric: τki 6= τik. We also con-
sider that every relative position measurement has an associated
time stamp, allowing for agent i to measure the τki associated
to the relative position measurement qki(t− τki).
Assumption 3. Each agent i obtains the measurements of the
relative positions of all the rest of agents k ∈Ni with respect to
its local reference frame 1 .

The formation control problem is posed as the minimization of
the following cost function:

Ji(t) =
1
4 ∑

k∈Ni

∑
j∈Ni

||qk j(t)−R(αi(t))ck j||2. (1)

The set Ni includes the neighboring agents of i in the formation
graph and agent i as well. We consider in this paper that Ni =
N , ∀i. The rotation matrix of the reference layout is defined
as:

R(αi(t)) =
[

cos(αi(t)) −sin(αi(t))
sin(αi(t)) cos(αi(t))

]
(2)

The rotation angle αi(t) that minimizes Ji(t) at each instant is
obtained from the condition ∂Ji

∂αi
= 0, which renders:

αi(t) = atan2

(
∑k∈Ni ∑ j∈Ni qT

k j(t)c
⊥
k j

∑k∈Ni ∑ j∈Ni qT
k j(t)ck j

)
, (3)

where c⊥k j =
(
(0,1)T ,(−1,0)T

)
ck j. Possible degenerate cases

for this expression can be disregarded (Aranda et al. (2015)).
From Assumption 3, each agent obtains a set of delayed mea-
surements qki(t − τki), k ∈ Ni corresponding to the relative
positions with respect to itself. The control law is obtained
as the negative gradient of the cost function Ji(t) in (1) with
respect to qi(t):

ui(t) = K ∑
k∈Ni

eki(t) (4)

eki(t) = qki(t− τki)−R(α̃i(t))cki

where K > 0 is a control gain, and the rotation angle is therefore
computed using the available delayed measurements as:

α̃i(t) = atan2

(
∑k∈Ni ∑ j∈Ni q̃T

k j(t)c
⊥
k j

∑k∈Ni ∑ j∈Ni q̃T
k j(t)ck j

)
(5)

where q̃k j(t) = qki(t−τki)−q ji(t−τ ji). In Aranda et al. (2015),
it was studied that large time delays compromise the conver-
gence to the desired formation with this controller. Thus, our
goal here is to compensate the effects of the delays, by using
the scheme described in the next section.

3. SMITH PREDICTOR-BASED FORMATION CONTROL

The basic idea of the S.P. applied to this problem is to obtain
a prediction of the relative position qki(t) (namely q̂ki(t)),
computed from the available delayed measurements. Then, the
prediction q̂ki(t) will be used in the control law instead of the
delayed measurements qki(t− τki). Define the new control law:

ui(t) =

K ∑
k∈Ni

εki(t) t ≥ τ̄

0 t < τ̄

(6)

1 In the sequel, for the sake of simplicity of the notation, all the vector positions
are expressed by default in an arbitrary global reference frame.



where the parameter εki(t) is the error between the rotated
spatial reference R(α̂i(t))cki and the prediction of the relative
position, defined later in (12):

εki(t) = q̂ki(t)−R(α̂i(t))cki (7)
The rotation matrix of the reference layout computed by each
agent is defined as:

R(α̂i(t)) =
[

cos(α̂i(t)) −sin(α̂i(t))
sin(α̂i(t)) cos(α̂i(t))

]
(8)

The rotation angle is therefore obtained from the available
predictions q̂ki, k ∈Ni as:

α̂i(t) = atan2

(
∑k∈Ni ∑ j∈Ni q̂T

k j(t)c
⊥
k j

∑k∈Ni ∑ j∈Ni q̂T
k j(t)ck j

)
(9)

q̂k j = q̂ki(t)− q̂ ji(t)
Note that α̂i(t) minimizes the cost function:

Ĵi(t) =
1
4 ∑

k∈Ni

∑
j∈Ni

||q̂k j(t)−R(α̂i(t))ck j||2 (10)

On the other hand, the delay compensation control scheme is
detailed in Fig. 1 and 2. The proposed structure, justified later in
Section 4, involves multiple Smith Predictor (S.P) subsystems
that allow to obtain the prediction of all the relative positions
of the neighboring agents. The internal state zki(t) of each S.P
subsystem is defined as follows:

żki(t) =
{

uki(t) t ≥ τ̄

0 t < τ̄
(11)

where uki(t)=−KNεki(t) and εki(t) is defined in (7). The initial
condition for zki(t) can be taken zki(0) = 0 without loss of
generality. Finally, the prediction q̂ki(t) is obtained from zki(t)
and the delayed measurements qki(t− τki) as follows:

q̂ki(t) = zki(t)− zki(t− τ̂ki)+qki(t− τki) (12)
where τ̂ki are the values of time delays to be implemented in the
Smith Predictor.

Also, note that t− τki ≥ 0 since all the agents start their motion
in t = τ̄ = max(τki) (see Assumption 2). Therefore, both the
delayed data zki(t− τki) and qki(t− τki) are available in (12).

4. STABILITY ANALYSIS

This section proves that, when the delays are constant and
known (τ̂ki = τki), the proposed delay compensation scheme
guarantees the exponential stability of the overall system to the
prescribed formation, regardless the value of delays. Prior to
the main result, we present the following lemmas, needed for
the proof of Theorem 1:
Lemma 1. Under Assumptions 1-3, with the control law ui(t)
defined in (6), the rotation angle α̂i(t) computed by each
agent from (9) verifies α̂i(t) = α̂0, ∀i ∈N , ∀t. α̂0 is a time-
constant value equivalent to the rotation angle of the desired
geometric spatial configuration, with respect to an arbitrary
global reference frame, that minimizes the cost function (10)
∀t.
Proof 1. Define the term Ti ≡ tan(α̂i(t)):

Ti =
∑k∈Ni ∑ j∈Ni q̂T

k j(t)c
⊥
k j

∑k∈Ni ∑ j∈Ni q̂T
k j(t)ck j

(13)

Fig. 1. Delay compensation control scheme for agent i: each
Smith Predictor subsystem (labelled as S.P and detailed in
Fig. 2) computes a delay-free prediction of each relative
position q̂ki(t) from the delayed measurement qki(t− τki)
and uki(t) =−KNεki(t). The prediction q̂ki(t) is used both
to compute the rotation angle α̂i(t) and the control law
ui(t) by means of (9) and (6), respectively. The parameter
c̄ has been introduced with the aim to simplify the scheme:
it involves the references: c1i, · · · ,cN,i

Fig. 2. Implementation details of each Smith Predictor (S.P.)
subsystem from Fig. 1.

where q̂k j = q̂ki − q̂ ji (see (9) and (12)). Denoting P⊥k =

∑k ∑ j q̂T
ki(t)c

⊥
k j, Pk = ∑k ∑ j q̂T

ki(t)ck j, P⊥j = ∑k ∑ j q̂T
ji(t)c

⊥
k j, Pj =

∑k ∑ j q̂T
ji(t)ck j, the above expression yields:

Ti =
P⊥

P
(14)

where P = Pk−Pj and P⊥ = P⊥k −P⊥j . The time derivative of
Ti yields:

d
dt

Ti(t) = ∑
k∈Ni

∑
i∈Ni

(
∂

∂ q̂ki
Ti(t)

)T ( d
dt

q̂ki(t)
)
+ (15)

+ ∑
k∈Ni

∑
j∈Ni

(
∂

∂ q̂ ji
Ti(t)

)T ( d
dt

q̂ ji(t)
)

where q̂k j(t) is defined in (12). One the one hand, taking into
account that:

∂P
∂ q̂ki

= ck j,
∂P⊥

∂ q̂ki
= c⊥k j (16)

∂P
∂ q̂ ji

=−ck j,
∂P⊥

∂ q̂ ji
=−c⊥k j

we have:



∂

∂ q̂ki
Ti(t) =

Pc⊥k j−P⊥ck j

P2 (17)

∂

∂ q̂ ji
Ti(t) =

−Pc⊥k j +P⊥ck j

P2

the transponse of the above terms yield respectively:(
∂

∂ q̂ki
Ti(t)

)T

=
Pc⊥

T

k j −P⊥cT
k j

P2 (18)(
∂

∂ q̂ ji
Ti(t)

)T

=
−Pc⊥

T

k j +P⊥cT
k j

P2

On the other hand, from the definition of q̂ki(t) in (12), we have:
d
dt

q̂ki(t) =
d
dt

zki−
d
dt

zki(t− τ̂ki)+
d
dt

qki(t− τki) (19)

d
dt

q̂ ji(t) =
d
dt

z ji−
d
dt

z ji(t− τ̂ ji)+
d
dt

q ji(t− τ ji)

From the definition of żki in (11) we can write:
d
dt

zki(t) =−KN (q̂ki(t)−R(α̂i(t))cki) (20)

d
dt

zki(t− τ̂ki) =−KN (q̂ki(t− τ̂ki)−R(α̂i(t− τ̂ki))cki)

and
d
dt

z ji(t) =−KN (q̂ ji(t)−R(α̂i(t))c ji) (21)

d
dt

z ji(t− τ̂ ji) =−KN (q̂ ji(t− τ̂ ji)−R(α̂i(t− τ̂ ji))c ji)

Also, from ui(t) in (6) we have:
d
dt

qki(t− τki) = q̇k(t− τki)− q̇i(t− τki) = (22)

= K ∑
m
(q̂mk(t− τki)−R(α̂k(t− τki))cmk)−

−K ∑
m
(q̂mi(t− τki)−R(α̂i(t− τki))cmi)

and
d
dt

q ji(t− τ ji) = q̇ j(t− τ ji)− q̇i(t− τ ji) = (23)

= K ∑
m
(q̂m j(t− τ ji)−R(α̂ j(t− τ ji))cm j)−

−K ∑
m
(q̂mi(t− τ ji)−R(α̂i(t− τ ji))cmi)

Notice from (9) that α̂i(t) is a common expression for all
the agents. Therefore, we have α̂k(t) = α̂ j(t) = α̂i(t) ≡ α̂(t).
Therefore, denoting R(t) ≡ R(α̂(t)) the expressions (22) and
(23) can be respectively rearranged on the following form:

d
dt

qki(t− τki) =−KN (q̂ki(t− τki)−R(t− τki)cki) (24)

d
dt

q ji(t− τ ji) =−KN (q̂ ji(t− τ ji)−R(t− τ ji)c ji)

If we set τ̂ki = τki and τ̂ ji = τ ji, from (20), (21) and (24) we have
that d

dt qki(t− τ̂ki) =
d
dt zki(t− τ̂ki), d

dt q ji(t− τ̂ ji) =
d
dt z ji(t− τ̂ ji)

and therefore (19) yields:
d
dt

q̂ki(t) =−KN (q̂ki(t)−R(t)cki) =−KNεki (25)

d
dt

q̂ ji(t) =−KN (q̂ ji(t)−R(t)c ji) =−KNε ji

where εki(t) is defined in (7). Replacing (18) and (25) into (15)
we obtain:

d
dt

Ti(t) =−KN ∑
k

∑
j

(
Pc⊥

T

k j −P⊥cT
k j

P2

)
(εki(t)− ε ji(t)) (26)

Taking into account that α̂i(t) is the same for all the agents, we
can see that εki(t)−ε ji(t) = εk j(t) = q̂k j(t)−R(t)ck j. Then, the
above expression writes:

d
dt

Ti(t) =−KN ∑
k

∑
j


(

Pc⊥
T

k j −P⊥cT
k j

)(
q̂k j(t)−R(t)ck j

)
P2


(27)

Rearranging terms we obtain:

d
dt

Ti(t) =−KN
P∑k ∑ j c⊥

T

k j q̂k j(t)−P⊥∑k ∑ j cT
k jq̂k j(t)

P2 +

(28)

+KN ∑
k

∑
j

(
Pc⊥

T

k j R(t)ck j−P⊥cT
k jR(t)ck j

P2

)
Noting the definitions of P and P⊥, the above expression yields:

d
dt

Ti(t) =−KN
PP⊥−P⊥P

P2 + (29)

+KN ∑
k

∑
j

(
Pc⊥

T

k j R(t)ck j−P⊥cT
k jR(t)ck j

P2

)
and therefore, noting that PP⊥ = P⊥P, (29) can be simplified
as:

d
dt

Ti(t) = KN ∑
k

∑
j

(
Pc⊥

T

k j R(t)ck j−P⊥cT
k jR(t)ck j

P2

)
(30)

Given the fact that:
cT

k jR(t)ck j = cos(α̂i)||ck j||2 (31)

c⊥
T

k j R(t)ck j = sin(α̂i)||ck j||2

we can rewrite (30) as:
d
dt

Ti(t) = KN ∑
k

∑
j
||ck j||2

(
Psin(α̂i)−P⊥cos(α̂i)

)
(32)

Taking into account from (14) that P⊥ = P tan(α̂i) we have
P⊥cos(α̂i) = Psin(α̂i) and therefore d

dt Ti(t) = 0. Since α̂i can-
not change its quadrant due to the properties of the controller
(as argued in Aranda et al. (2015)), we have d

dt α̂i(t) = 0. Fi-
nally, taking into account that the expression (9) is the same for
all the agents and the fact that the available information of the
relative positions at the initial instant τ̄ in which the agents start
moving (see Assumption 1) is also the same for all of them, we
conclude that α̂i(t) = α̂0. Evidently, α̂0 is time-constant from
the proved fact that d

dt α̂i(t) = 0.
Lemma 2. The time derivative of the relative position between
agents verifies q̇ki(t) = −KNεki(t), ∀t ≥ τ̄ , where εki(t) is
defined in (7).
Proof 2. From Lemma 1 we have α̂i(t) ≡ α̂0. Denoting R0 =
R(α̂0), from the expressions (6) and (7), the term q̇ki(t) yields:

q̇ki(t) = q̇i(t)− q̇ j(t) = ui(t)−u j(t) = (33)

= K

(
∑
k

(
q̂ki(t)− q̂k j(t)

)
−R0 ∑

k

(
cki− ck j

))
=

=−KN
( ˙̂qki(t)−R0cki

)
=−KNεki(t)



Lemma 3. Under Assumptions 1-3, the prediction of the rela-
tive position made by each agent with the proposed scheme,
q̂ki(t), just matches with the actual relative position qki(t), i.e.,
qki(t)− q̂ki(t) = 0, ∀t > τ̄ .
Proof 3. First, denote dki(t) = qki(t)− q̂ki(t). On the one hand,
from (12), we have:

dki(t) = qki(t)− zki(t)+ zki(t− τki)−qki(t− τki) (34)
From (11) and the initial condition zki(0) = 0 we have zki(t) =
0, ∀t ≤ τ̄ . On the other hand, from Assumption 1 it can be seen
that qki(t) is time-constant when t ≤ τ̄ . Therefore, it is easy to
deduce from (34) that dki(τ̄) = 0. On the other hand, the time
derivative of dki(t) is:

ḋki(t) = q̇ki(t)− żki(t)+ żki(t− τki)− q̇ki(t− τki) (35)
Taking into account that żki(t) = −KNεki(t), from the defi-
nition of the S.P. scheme in (11), and the fact that q̇ki(t) =
−KNεki(t),∀t ≥ τ̄ (see Lemma 2), we can ensure that ḋki(t) =
0,∀t ≥ τ̄

The proof of the asymptotic stability of the overall system is
given below:
Theorem 1. Under Assumptions 1-3, the errors εki(t) are glob-
ally exponentially stable, regardless of the value of τki:
Proof 4. From Lemma 1, we have that Ṙ(α̂i(t))cki = 0. The
time derivative of εki(t) defined in (7) is therefore ε̇ki(t) =
˙̂qki(t). Since ḋki(t) = q̇ki(t)− ˙̂qki(t) = 0,∀t ≥ τ̄ (Lemma 2),
we have that ˙̂qki(t) = q̇ki(t). Applying Lemma 3, we have
˙̂qki(t) = −KNεki(t). Then, replacing into the above expression
we obtain ε̇ki(t) =−KNεki(t). Therefore

εki(t) =

{
εki(τ̄)e−KN(t−τ̄) t ≥ τ̄

0 t < τ̄
(36)

and then:
limt→∞εki(t) = 0 (37)

Lemma 4. The internal state zki(t) from the Smith Predictor
converges exponentially to the value qki(0)−R(α̂0)cki, which
shows clearly that the S.P. is internally stable.
Proof 5. Let us write:

zki(t) = zki(0)+
∫ t

s=0
żki(s)ds (38)

From the initial condition zki(0) = 0 and (11), we have:

zki(t) =
∫

τ̄

s=0
0 ·ds−

∫ t

s=τ̄

KNεki(s)ds (39)

Recall from the proof of Theorem 1 that:

εki(t) = εki(τ̄)e−KN(t−τ̄),∀t ≥ τ̄ (40)
Therefore, from the definitions (7), (12), and the fact that
qki(t1) = qki(t2),∀t1, t2 < τ̄ because ui(t) = 0,∀t < τ̄ , we finally
have from (39) that:

zki(t) =

{
εki(τ̄)

(
e−KN(t−τ̄)−1

)
t ≥ τ̄

0 t < τ̄
(41)

Thus, it can be straighforwardly deduced that zki(t) converges
exponentially to limt→∞zki(t) =−εki(τ̄) = R(α̂0)cki−qki(0).

5. SIMULATION RESULTS

The effectiveness of the proposed delay compensation control
scheme is illustrated through some simulation results in this
section. In the examples, we consider 12 agents (N = 12),

where the initial positions of each agent are set arbitrarely. The
objective is to move all the agents to the desired geometric
configuration depicted in Fig. 3. The control gain has been
chosen K = 10−3 to perform all the simulations.

The first simulation is made by setting arbitrarely the time
delays as depicted in Table (5) (values in ms), where τki ≤
τ̄ = 500ms. Such delays have been intentionally chosen large
enough to lead the overall system to instability with the control
law (4). Nevertheless, by using the proposed control scheme
(see Section 3), the overall system converges to the desired
configuration, such as can be appreciated from the trajectories
depicted in Fig. 4 (upper part). Also, the norm of the velocities
and the rotation angle of the reference pattern α̂i are depicted
in the lower part on Fig. 4 (left and right sides, respectively).
Note that all the norm velocities converge exponentially to
zero. Note also that the rotation angles computed by each agent
from (9) are the same: α̂i = α̂0 = −0.2591. These facts reveal
that the nominal performance is achieved due to the delay
compensation control scheme. The next simulations take into

τki τk1 τk2 τk3 τk4 τk5 τk6 τk7 τk8 τk9 τk,10 τk,11 τk,12
τ1i 347 355 376 407 459 284 345 53 91 201 169 288
τ2i 159 377 128 122 143 235 374 481 132 38 450 30
τ3i 475 138 253 465 379 6 225 2 73 120 185 117
τ4i 17 340 350 175 377 169 42 387 68 62 56 177
τ5i 219 328 445 98 190 81 114 409 435 92 390 411
τ6i 191 81 500 126 284 397 457 434 290 120 195 8
τ7i 383 59 274 308 38 156 76 42 275 209 121 22
τ8i 398 249 69 237 27 264 413 200 72 25 202 84
τ9i 93 480 75 176 265 83 269 130 500 451 48 325

τ10,i 245 170 129 415 390 301 498 400 311 472 66 366
τ11,i 223 293 420 293 467 131 39 216 175 245 471 324
τ12,i 323 112 127 275 65 327 221 455 257 245 478 225

Table 1. Time delay values τki used to perform the
simulations.

account the existence of an estimation error eτ = 15ms on the
delays. In such a way, τ̂ki = τki− eτ . The following three cases
are considered: τ̄ = 100ms, τ̄ = 200ms and τ̄ = 500ms, where
the same values for time delays in (5) scaled by 1/5 and 2/5
have been chosen for case 1 and 2, respectively. Fig. 5 shows
the trajectories followed by the agents for all the simulations:
when no delay compensation is implemented, it can be clearly
appreciated in the left column on Fig. 5 from top (first case) to
bottom (third case) how the system performance is degraded,
leading to instability in the third case. This behavior can be
also seen on the evolution of the rotation angle and the norm
velocities (left column on Fig. 6 and 7). The right column on
Fig. 5,6 and 7 depicts the system trajectories, rotation angle
α̂i and norm velocities using the delay compensation method.
Note that, even under some error on the delay estimation,
the trajectories are hardly affected by such delay mismatches,
leading to a significant performance enhancement compared to
the case of no delay compensation. However, the presence of
delay mismatches leads to some transient on the estimation
of the rotation angle. It can be seen that the greater is the
upper bound for delay τ̄ , the larger is the settling time for the
rotation angle. This fact points out that the negative impact of
delay mismatches is greater when τ̄ grows, even when the delay
mismatch keeps constant.

Note also that, in all three cases, the order of magnitude of the
perturbation on α̂i is not large enough to have a visible impact
on the trajectories. The norm of the average error prediction on
the relative position of each agent di =

1
N ∑k∈Ni ||qki− q̂ki|| is



0 5 10 15
0

5

10

1

2

3

4

5

6

7

8

9101112

x(m)

y(
m

)

Fig. 3. Desired geometric configuration.

depicted in the left column on Fig. 8. It can be seen that the
delay mismatches also lead to some transient, but the steady
value for the average error ||di|| is zero. The right column on
Fig. 8 shows a comparison of the average cost function J(t) =
1
N ∑

N
i=1 Ji(t), with Ji defined in (1), between the following three

cases: (i) no delay compensation, (ii) delay compensation (S.P.)
with delay mismatch (eτ = 15ms) and (iii) delay compensation
with no delay mismatch (eτ = 0ms). From the top to the bottom,
we have the three cases: τ̄ = 100ms, τ̄ = 200ms; and τ̄ = 500ms
respectively. In the last case, it can be seen that J(t) is unstable
without delay compensation. Also, it can be appreciated that
such delay mismatches does not affect significantly to the
convergence of J(t).

The last simulations (see Fig. 9) have been performed by setting
τ̄ = 500ms (same time delay values in (5)), but considering
bigger delay mismatches: eτ = 75ms, eτ = 125ms, and eτ =
250ms respectively. It can be appreciated how the performance
degrades as the delay mismatch grows. However, despite the
evident degradation, the overall system keeps the stability when
the delay mismatch even reaches 50% with respect to the actual
delay. It’s worthwile to recall that, without delay compensation,
the system with the proposed delay values is unstable.

6. DISCUSSION AND CONCLUSION

In this paper we have presented a time delay compensation
method based on the Smith Predictor applied to the stabilization
of a group of mobile agents to a desired geometric configura-
tion. From the given results, the idea of using S.P. to improve
the overall performance seems promising. It has been also illus-
trated by simulation that, even in the case of relatively small er-
ror in the estimated delays, the proposed scheme improves with
respect to the case of no delay compensation. We believe that
an exhaustive analysis of robustness against delay mismatches
is an interesting matter of future research. In this direction, our
future work is aimed at providing an upper bound for the error
on the delay estimation such that the stability of the overall
system is guaranteed. Another appealing extension of this work
of practical interest is the application of delay compensation
methods to nonholonomic kinematic agents.
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Fig. 9. Simulation results with upper bounde delay τ̄ = 500ms
and bigger delay mismatches: left column, trajectories fol-
lowed by each agent converging to the desired geometric
configuration; right column, estimation of the rotation an-
gle by each agent. Top: eτ = 75ms, Middle: eτ = 125ms,
Bottom: eτ = 250ms.


